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1 Problem 1

Let j € {1,2,...,n}. We will proceed by contradiction. Assume there exist u; and uy where
i < k and vj is linearly dependent with u; and with wug. Then 3\;, A, 5, p; # 0 such that
ity + wiv; = 0
)\kuk + pPiv; = 0

Since p; # 0, it has a unique inverse in the underlying field that we will call pj_l. Since
Apug + pjv; = 0 it immediately follows that
)\kpj*lujuk + pjv; =0
Subtracting this from A\ju; + pjv; = 0 gives
i — )\kP;lﬂjuk =0

We can rewrite this equation in terms of all of the vectors uq, ..., Up,:

Oug + ... + oui—1 + Muy + Owiqpq + ... + Oup—1 — )\kpj_llijuk + Ougq1 + ... + Oupy, =0

Since A; # 0, we conclude that the vectors uy, us, ..., U, are linearly dependent, a direct
contradiction to their independence. [J

2 Problem 2

We let ¢ < j and first assume ¢ is a multiple of j. Then we show Z;P(Z) is a subspace of
Z;yP(Z). Since 0 is a multiple of any Z;P(Z), the zero polynomial is in Z;P(Z). Now we
show closure under addition. Consider two polynomials in Z;P(Z):

ap +a1x + ... + apa™



bo + bz + ... + byz"

Assume without loss of generality that n > m. Then ag,aq,....,am, bo, ..., b, are all
multiples of j. In particular, the sum of any of these coefficients is a multiple of j, so

(ag 4 b0) + . + (am + b)x™ + byp1™ T 4+ D"

is also in Z;P(Z). Now let A € Z. Since ay, is a multiple of j for any k € {0,1,...,m},
so is Aag. In particular,

Aag + Aa1x + ... + Aapz™ € Z;P(Z),
and it follows that Z;P(Z) is a subspace of Z;P(Z).

Now we assume Z;P(Z) is a subspace of Z;P(Z) and want to show that ¢ is a multiple
of j. Assume for sake of contradiction that ¢ is not a multiple of j. Then the constant
polynomial 4 is not in Z;P(Z), so Z;P(Z) is not even contained by Z;P(Z). Z;P(Z) cannot
possibly be a subspace of Z;P(Z), a contradiction. [

b. It suffices to construct a basis of Z;P"(Z) and a basis of Z;P"(Z) and show that
they contain the same number of vectors. Let

B = {i,iz,iz?, ..., iz"}

Bj = {j,jx, ja?, ..., ja"}
Both of these collections of vectors have r 4+ 1 vectors, and we will show B, is a basis of
Z;P"(Z) and that Bj is a basis of Z;P"(Z). Clearly the collection B; := {i,iz,iz?, ...,iz"}
is linearly independent since a polynomial is the zero polynomial only if all of its coefficients

are zero. Moreover, these vectors span Z;P"(Z) because any polynomial in Z;P"(Z) can
be written [uniquely] in the form

.
ap+aix + ... + a,x,

where J\g, ..., A\, € Z such that a = A\gi for each k € {0,1,...,r}. Hence B; is a basis
of Z;P"(Z), and by identical reasoning, B; is a basis of Z;P"(Z) as well. Since each basis
contains 7 + 1 vectors listed, we have dim(Z;P"(Z)) = dim(Z;P"(Z)), as desired. O

3 Problem 3

a. Let S := range[T1] N ... Nrange[T},]. First note we proved in lecture that range[T;] is a
subspace of W for each i € [m]. Thus 0 € range[T;] Vi € [m], so in fact 0 € S. Now let
a,b € S and A € F, and we show that a + b, Aa € S. Since each range[T;] is a subspace of
W, in fact a 4+ b, A\a € range[T;] Vi € [m], so it follows that a + b, \a € S. Hence S is a
subspace of W.



b. Since dim(W) = n, and range[T;] C W Vi € [m], we have that dim(range[T;]) <
n Vi € [m], and then

dim(range[T1]) + ... + dim(range[T},,]) < mn

Since W is finite dimensional, so is each range[T;], so by Exercise 2.C.14 from Homework
2,

dim(range[T1] + ... + range[T},]) < dim(range[T}]) + ... + dim(range[T},])
As we are given dim(range[T1] + ... + range[T},]) = mn, it follows that

dim(range[T1]) + ... + dim(range[T},]) = mn

Moreover, as the dimension of each subspace is at most n we have dim(range[T1]) =
n Vi € [m]. In particular, it follows that range[T;] = W Vi € [m], meaning each map T; is
surjective, as desired. [

4 Problem 4

Let a,b € A, A € F. Then we want to show

II(a +b) =I(a) + I1(b)
II(Aa) = All(a)

We will represent a and b coordinate-wise:

a:= (T1,...,Tp)
b= (Y1, Un)

where x4, ..., 2y, and y1, ..., y, are bases of V. Then since the dual basis vectors v7, ..., v
are linear maps from V to I,

*
n

M(a+b) =I((x1 + Y1, ooy Tn + Yn)) = (W] (x1 +Y1)s oo Up (T + Yn)) =
(v (1) + 01 (Y1), s vp (@) + vp(yn)) = (V1 (@1), - vy (@) + (VT (W1), s vn (Un)) =
(21, s 20)) + (Y1, - Yn)) = I(a) + (D)
Furthermore,

II(Aa) = I((Az1, ..., Axy)) = (V] (A1), ..oy U (Axy)) = (AT (21), ..oy AUS (2)) =

A (1), ey vp (20)) = AL((21, ...y ) = A(a),
as desired. [J



5 Problem 5

a. Note that V' = L(V,F). Since V is finite dimensional, so is V', and so we know that

dim(V’) = dim((T")) + dim(range(T"))

Moreover, we proved in lecture that (1) = (range(T))° and range(7") = ((T))°, so the
result follows immediately.

b. Note that (T') and range(T") are subspaces of V', so

dim((T)) + dim(((T))?) = dim(V)
dim(range(T)) + dim((range(T))°) = dim(V)

Substituting these into the result of part a gives
dim(V’) = dim(V) — dim(range(7T)) + dim(V) — dim((7T)) =

dim(V’) + dim(range(T)) + dim((T)) = 2dim(V),
as desired. [



